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Abstract—This paper introduces an accuracy/energy-flexible
configurable 2-D Gabor filter based on stochastic computation,
where stochastic bit stream representing information is used.
The Gabor filters show a powerful feature extraction capability,
but the calculation based on binary computation is compli-
cated. As opposed to traditional memory-based methods that
use fixed Gabor coefficients calculated by software in advance,
the proposed circuit dynamically generates the coefficients with
small hardware, leading to the power-gating capability. For
energy-efficient circuits, dynamic voltage—frequency-length scal-
ing (DVFLS) is proposed to match the performance demands
depending on situations. DVFLS controls the lengths of the
stochastic bit streams with voltage and frequency, which can
lower the energy dissipation and/or increase the throughput with
a little accuracy loss. The proposed 64 parallel stochastic Gabor-
filter chip is fabricated using TSMC 65-nm CMOS technology
with a size of 1.79 mm x 1.79 mm. The measurement result
shows 4x higher throughput and 4x lower energy than that
using a conventional DVFS technique with a 0.391% accuracy
loss. Compared with a conventional configurable Gabor filter,
the proposed chip achieves a higher throughput/area with more
flexibility of the Gabor coefficients.

Index Terms— Stochastic logic, digital circuit implementation,
power gating, image processing, image classification.

I. INTRODUCTION

ABOR filters [1] are powerful feature-extraction tools
that extract oriented bars and edges of an image. They
have been used for various image processing and computer
vision applications, such as face recognition [2] and vehicle
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verification [3], [4]. It is also known that, the filtering process
is similar to that in the primary visual cortex (V1) of brains [5].

The hardware implementation of the Gabor filters is chal-
lenging, due to the computation complexity, where the Gabor
function is defined by a multiplication of sin/cos function by a
Gaussian function. Several hardware using digital and analog
circuit techniques have been presented [6]-[11]. Most of them
use memory-based techniques that store Gabor coefficients
calculated by software in advance in order to mitigate the
computation complexity. However, they lose the flexibility of
the Gabor function and the power-gating capability as the
fixed coefficients with the fixed kernel size are stored in
memory. In [7], the coefficients are dynamically generated
using CORDIC (COordinate Rotation DIgital Computer) for
configurable Gabor filters with sacrificing the throughput.

In order to achieve high throughput with the flexibility,
a configurable Gabor filter based on stochastic computation
is presented in this paper. Stochastic computation [12], [13]
is a purely-digital implementation technique that represents
data as streams of random bits, unlike binary computation.
It can perform complicated functions like analog circuits,
with area-efficient hardware, however it enjoys the scalability
of digital circuits. Using the proposed algorithm, the Gabor
coefficients are dynamically generated with the memory-less
small hardware, leading to the flexibility and the power-
gating capability. For energy-efficient computation, dynamic
voltage-frequency-length scaling (DVFLS) is introduced for
stochastic computation. Dynamic voltage frequency scaling
(DVES) decreases the supply voltage and the frequency to
lower the power dissipation with sacrificing the throughput.
In contrast, the DVFLS technique controls the lengths of
the stochastic bit streams depending on situations in addition
to the supply voltage and frequency. With a little accuracy
loss due to smaller lengths than usual, the energy dissipation
is significantly reduced while maintaining the throughput.
The performance of the proposed stochastic Gabor filter is
evaluated and compared using the fabricated chip with TSMC
65 nm CMOS technology.

The short version of this work presented in [14] showed
limited results, but the extended version presented in this
paper includes: (a) fully descriptions of the stochastic Gabor
algorithm, (b) error analyses of the stochastic Gabor func-
tion in comparison with the floating-point Gabor function,
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Fig. 1. Stochastic computation: (a) multiplier in unipolar coding,
(b) in bipolar coding, (c) scaled adder, (d) hyperbolic tangent function, and
(e) exponential function in unipolar coding.

(c) control mechanisms of a stochastic Gabor coefficient gener-
ator and (d) energy and accuracy evaluations for an application
of HMAX-model based image classifications with DVFLS and
power gating techniques. The rest of the paper is organized as
follows. Section II reviews stochastic computation. Section III
introduces the hardware algorithm of stochastic Gabor func-
tion. Section IV illustrates the hardware architecture of the
proposed chip and introduces the DVFLS technique. Section V
shows the measurement results of the chip and evaluates the
classification accuracy of HMAX model using the stochastic
Gabor filters. Section VI concludes this paper.

II. REVIEW OF STOCHASTIC COMPUTATION

Stochastic computation represents information by sequences
of random bits [12], [13]. Stochastic computation has been
recently used for several applications, such as image process-
ing [15]-[17], digital filters [18], low-density parity-check
(LDPC) decoders [19]-[21], MIMO decoders [22], and brain-
inspired computing [23]-[25]. There are two mappings com-
monly used: unipolar and bipolar coding. For a sequence
of bits a(t), denote the probability of observing a ‘1’ to be
P, = Pr(a(t) = 1). In unipolar coding, the represented value
Ais A = P, (0 < A < 1). In bipolar coding, the represented
value AisA=Q2-P,— 1), (-1 <A <.

Fig. 1 (a) shows a stochastic two-input multiplier in unipolar
coding. The multiplier is simply realized using a two-input
AND gate. The input and output probabilities are represented
using Ny,-bit length streams. Ny, clock cycles are required
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Fig. 2. Data converter: (a) binary-to-stochastic converter (B2S) in
unipolar and bipolar coding, (b) B2S in unipolar coding with sign bit, and
(c) stochastic-to-binary converter (S2B) in unipolar coding with sign bit.

to complete a multiplication, where the computation accuracy
depends on Ng,. A stochastic multiplier in bipolar coding is
realized using a two-input XNOR gate as shown in Fig. 1
(b). A stochastic scaled adder is realized using a two-input
multiplier as shown in Fig. 1 (c).

Using finite state machines (FSMs) in stochastic computa-
tion, hyperbolic tangent and exponential functions are simply
realized as shown in Figs. 1 (d) and (e), respectively. In the
FSM-based functions, the state transits to the right, if the input
stochastic bit, x(r), is “1” and the state transits to the left,
otherwise. The output stochastic bit, y(r), is determined by
the current state.

The stochastic tanh function, Stanh, in bipolar coding shown
in Fig. 1 (d) is defined as follows:

tanh((Nr/2)x) ~ Stanh(N7, x), (1)

where N7 is the total number of states.

The stochastic exponential function, Sexp, shown in Fig. 1
(e) is designed, where the input is encoded in bipolar coding
and the output is encoded in unipolar coding [13]. In order to
use both input and ouput in bipolar coding, the output coding
needs to be converted to bipolar coding. Hence, the exponen-
tial function is approximated in bipolar coding as follows:

exp(—2Gx) ~ (Sexp(Ng, G, x) + 1)/2, 2)

where Np is the total number of states and G determines the
number of states generating outputs of “1”.

In order to use stochastic circuits with traditional binary
circuits, data converters are required. Fig. 2 (a) shows a binary-
to-stochastic converter (B2S) in unipolar and bipolar coding.
In B2S, n-bit binary signals are compared with n-bit random
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Fig. 3. Example of timing diagrams of data converters in signed unipolar
coding: (a) B2S and (b) S2B.

signals generated using linear-feedback shift registers (LFSRs)
to generate stochastic bit streams. To increase computation
accuracy, unipolar coding with sign bit (“signed unipolar
coding”) can also be selected [25]. Fig. 2 (b) shows the B2S in
signed unipolar coding. Binary data are converted to stochastic
bit streams and a sign bit using the sign inverter (SI) circuit.
The timing diagram of the B2S is shown in Fig. 3 (a). Fig. 2
(c) shows a stochastic-to-binary converter (S2B) in signed
unipolar coding. In S2B, the number of “1” of stochastic bit
streams is counted and the values in the counters are binary
signals. Depending on the sign bit, the sign of the output
data is changed. The timing diagram of the S2B is shown
in Fig. 3 (b).

III. STOCHASTIC IMPLEMENTATION OF
2D GABOR FUNCTION

A. 2D Gabor Filter
2D Gabor function (odd phase) [1] is defined as follows:

x/2 + yzy/z

552 ) sin(2wx"), 3)

gw,a,y,@(x, y) = exp(—
where x’ = xcosf + ysinf and y' = —xsinf + ycosd.
w represents the spatial angular frequency of the sinusoidal
factor, 0 represents the orientation of the normal to the parallel
stripes of a Gabor function, ¢ is the sigma of the Gaussian
envelope and y is the spatial aspect ratio of the Gabor function.
The filter function is the convolution of input images, i (x, y),
and the Gabor function as follows:

olx,y)=i(x,y)*g(x,y), 4)

where o(x, y) are output images.

The 2D Gabor filters exhibit similar responses of simple
cells in primary visual cortex (V1) of brains as shown in Fig. 4.
Many different simple cells activated with specific spatial fre-
quencies and angles of images are placed as the hypercolumn
structure. Based on the hypercolumn structures, brains can
extract many different features, such as edges and lines of
images for object recognitions and classifications in the latter
part of brains. HMAX model is one of the brain-inspired object
recognition models using Gabor filters [26].

Surface of
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Fig. 4. Hypercolumn structure of primary visual cortex (V1) of brains

including many simple cells activated with specific spatial frequencies and
angles of images. 2D Gabor filters show similar responses of the simple cells.
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Fig. 5. Graphical representation of Ssin function using five Stanh functions,
where o’ =27 and @ = 7 are used.

B. Stochastic 2D Gabor Function

Sin and cos functions are approximated using several
tanh functions [27]. The stochastic sin function, Ssin(w,

A, X) (& sin(wx)), in bipolar coding is defined as
follows:
L%/J 1 wk
. _ _ k ’ - o
Ssin(w, L, x)= > (=) Stanh(4w,2(ix+w/)), (5)

k=[-%1

where ' is a constant angular frequency and 1 is w/w’. @
determines the maximum angular frequency supported. Fig. 5
shows a graphical representation of Ssin function using five
Stanh functions, where @ = 27 and w = = are used.
In this example, five different Stanh functions are geo-
metrically connected to design the approximated sin func-
tion because of ' = 2x. A can be tuned to set
 desired.

In addition, the stochastic cos function, Scos(w, A, X)
(& cos(wx)), is defined as follows:

Scos(w, 4, x)
<41 1
k+ L
= > (—1)kStanh(4a/,%(/lx+¥)), (6)
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Fig. 7. Floating-point Gabor and SGabor results for a kernel size of 51 x 51.

TABLE I
PARAMETERS FOR SGABOR

No [ G ]
256 | 8

Using Egs. (2), (5), and (6), the stochastic 2D Gabor function
is defined as follows:

SGabor(w, y, 4,G,0,x,y)
Sexp(NE, G, 3(x" + )’2}’/2)) +1

= 3 Ssin(w, 4, x"), (7)

x" = xScos(x, Az, 0/m) + ySsin(z, A, 0/1),
y' = —xSsin(x, Az, 0/7) + yScos(x, ir,0/7),

where A, is constant. The original Gabor function on Eq. (3)
is approximated as follows:

aga),o‘,y,@(xs y) ~ SGabor(CUsVJ-; G; 9,)6, y)a (8)

where a is a constant value for fitting SGabor with the original
Gabor function.

C. Error Analyses of SGabor Coefficients

Fig. 6 shows simulated Gabor functions using SGabor for
a kernel size of 51 x 51 with different configurations in
MATLAB. The length (cycle) of stochastic bit streams for
SGabor is defined as Tige. In this simulation, @ and 6 are
changed with T¢gen = 218 Using SGabor, any @ and @ can

Input_ 20 filtering O”, toutInput 50 fitering | OutPUt
block block
4 Fixed coefficients 4 Flexible coefficients
Memory Coefficient
generator
A A Power gating
P time | & | » time
Power 3
4 Active Active POAVLV e;otive petan O Active
idle
l_l . . | idIe\
» time » time
(a) (b)
Fig. 8. Hardware architecture of Gabor filter: (a) conventional method and

(b) proposed method.

be configured depending on requirements. Fig. 7 shows both
floating-point Gabor and SGabor results for a kernel size of
51 x 51. The detailed parameters are summarized in Table I.
o' = 14 is selected that supports the maximum angular
frequency of 4z. y = 1 is selected based on [7] that uses
the same Gaussian envelope along with x and y.

The simulated SGabor results are compared with the
floating-point Gabor results by changing T.g., as shown
in Tables II-III. The kernel sizes are selected as 5 x 5, 7 x 7,
11x11,16x16,and 51x51. w is fixed to 2z and @ are selected
from & = 0 and 30°. For the error evaluation, a normalized
RMS (NRMS) error per pixel is defined as follows:

NRMS — | g (floating point) — g(stochastic)| ’ ©)

8max — 8min

where gnqy 1S 1 and guin is -1. Then, the averaged NRMS
errors are obtained depending on kernel sizes.

In most cases, the NRMS errors are decreased when Tegen
is increased because the computation accuracy is increased in
stochastic computation. In contrast, the NRMS errors at larger
Tegen are not significantly changed in different kernel sizes.
Tables IV and V show NRMS errors in different @ and 6
with Tegen = 218 In most cases, the NRMS errors are smaller
than 5%. Using SGabor, the proposed 2D Gabor-filter chip
dynamically generates Gabor coefficients described in the next
section.

IV. HARDWARE ARCHITECTURE
A. Design Concept

Fig. 8 shows the hardware architectures of the Gabor filters.
In the conventional method [6], [11], the Gabor coefficients
are calculated by software in advance and are then stored in
memory. Hence, the Gabor coefficients and the kernel sizes
are fixed. In addition, static power dissipations remain at idle
state as power gating cannot be applied to the memory block.
In contrast, the proposed method dynamically generates the
Gabor coefficients with different configurations, leading to the
flexibility of the Gabor filter and the power-gating capability.

Fig. 9 (a) shows a timing diagram of the proposed Gabor-
filter hardware. In the proposed hardware, the Gabor coeffi-
cients are generated before the convolution of images and the



448

IEEE JOURNAL ON EMERGING AND SELECTED TOPICS IN CIRCUITS AND SYSTEMS, VOL. 8, NO. 3, SEPTEMBER 2018

TABLE II
NRMS ERRORS AT w = 27 ANDH =0

Kernel size | NRMS error at Tegen, =
‘ 21[) | 211 | 211 | 21\5 | 214 | 215) | 210 | 21/ | 21 | 213
5x5 ~ 0% ~ 0% ~ 0% ~ 0% ~ 0% ~ 0% ~ 0% ~ 0% ~ 0% ~ 0%
7x7 20.52% 14.04% 8.001% 6.604% 4.121% 5.493% 3.973% 3.071% 3.251% 2.852%
11x11 26.17% 20.59% 11.75% 7.844% 6.157% 6.575% 4.628% 4.287% 3.863% 4.105%
16x16 25.64% 17.74% 13.19% 8.081% 5.974% 5.197% 4.606% 4.551% 4.145% 4.097%
51x51 24.97% 18.11% 11.97% 10.17% 6.861% 5.91% 4.798% 4.974% 4.6% 4.275%
TABLE III
NRMS ERRORS AT @ = 2w AND 6 = 30°
Kernel size ‘ NRMS error at Tegen, =
‘ 21[) | 211 | 21 | 216 | 214 | 210 | 210 | 21/ | 21 | 213
5x5 8.789% 9.551% 6.636% 6.664% 5.681% 5.943% 3.975% 2.671% 3.007% 3.900%
TX7 22.09% 16.12% 10.89% 5.178% 4.418% 4.582% 4.147% 2.806% 3.481% 2.824%
11X11 24.75% 17.45% 9.378% 7.02% 5.594% 3.935% 4.608% 3.468% 3.206% 3.35%
16X16 24.07% 17.61% 11.31% 7.583% 5.885% 4.34% 4.319% 3.029% 3.4% 2.745%
51X51 27.50% 19.34% 12.22% 8.006% 6.291% 5.846% 4.215% 3.748% 3.147% 2.807%
TABLE IV
NRMS ERRORS AT KERNEL SIZE OF 5 X 5 AND Tegen = 2'8
w | NRMS error at 6 =
[=T80° [ —135° [ —90° | —4° | O0° [ 45° [ 90° [ 135
7 || 1011% | 1205% | 1268% | 1.093% | 1241% | 0.6699% | 1.288% | 1.192%
27 ~ 0% 2.032% ~ 0% 1.426% ~ 0% 1.734% ~ 0% 2.703%
3T 2.801% 1.896% 3.153% 2.696% 3.447% 1.822% 3.294% 2.427%
TABLE V
NRMS ERRORS AT KERNEL SIZE OF 11 x 11 AND Tggen = 28
w | NRMS error at 6 =
[=180° [ —135° | —90° | —45° | 0° [ 45° [ 90° | 135°
T 2.193% 1.154% 1.898% 1.249% 1.898% 1.156% 2.541% 1.438%
2 4.279% 2.28% 4.714% 2.146% 3.774% 1.916% 4.57% 2.308%
3T 5.447% 3.783% 6.105% 3.197% 5.154% 2.942% 5.928% 4.187%

coefficients, if new coefficients are required. T,,, is defined
as the number of cycles for filtering an image as follows:

Tconv =H- -W. Nsto/NP7 (10)

where H and W are height and width of input images. Np is
the number of parallel convolution units. In order to generate
new coefficients before filtering, the following condition needs
to be satisfied:

Tegen < Teony-

(1)

As the NRMS errors of SGabor are decreased with a large
Tegen, the maximum 7Ty, is selected while satisfying Eq. (11).

Fig. 9 (b) shows the timing diagram after the power supply
is recovered. When the power supply is off at the idle state, all
the coefficients of SGabor are disapear. Hence, after the power
supply is recovered, all the coefficients need to be generated
before filtering. Hence, in the first operation, the coefficients
are generated and then the filtering starts in the second
operation.

B. Overall Structure

Fig. 10 (a) shows a block diagram of the proposed 64 par-
allel stochastic configurable 2D Gabor-filter chip. The 64 par-
allel Gabor-filtering block is designed in signed unipolar

coding while the coefficient generator is designed in bipolar
coding. The signed unipolar coding is selected in order to
reduce Ny, with high computation accuracy. Each filtering
block is used for filtering a different 5 x 5 subwindow. As
stochastic computation takes Ny, clock cycles to complete
the computation, the parallel structure is exploited to hide long
computation cycles. 8-bit input signals (pixels) from grayscale
images are stored in the line buffer and are then transferred
to one of the 64 parallel stochastic convolution units. Sliding
the 5 x 5 subwindow performs in the line buffer.

Suppose that the image sizes are VGA (640 x 480).
In this chip, there are three cases of Ny,: 64, 128, and 256.
The selector signal, sel, for MUX and DMUX changes every
clock cycle in case of Ny, = 64. In case of Ny, = 128 and
256, sel changes every two and four clock cycles, respectively.
Ny is controlled to match the energy and the computation
accuracy required for applications. For example, if a small
Ny (e.g. 64) is selected, the energy dissipation is smaller and
the computation accuracy is lower than that in case of a large
Ny (e.g. 256).

Each convolution unit with a 5 x 5 kernel size is designed
using hybrid stochastic/binary computation. The multiplica-
tions are realized in signed unipolar coding based on stochastic
computation and the additions are realized based on binary
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Fig. 9. Example of timing diagrams of the proposed Gabor-filter hardware:
(a) normal operation and (b) initial operation after the power supply is
recovered.

TABLE VI
Teony VS KERNEL SIZES FOR VGA IMAGES
Kernel size 5x5 11x11 16x16 51x51
Nito=64 307,200 1,536,000 | 3,379,200 32,256,000
Teonv | Nsto=128 614,400 3,072,000 | 6,758,400 64,512,000
N1o=256 1,228,800 | 6,144,000 | 13,516,800 | 129,024,000

computation based on [25]. The timing of the stochastic
convolution is similar to Fig. 3. For the first (Ny, — 1) cycles,
multiplications perform in stochastic domain using a two-input
AND gate and a two-input XNOR gate as shown in Fig. 10 (b).
In the last cycle, the stochastic bit streams stored in the counter
are converted to binary data, which are then added in binary
domain.

When larger kernel sizes (e.g. 11 x 11, 16 x 16, and etc) are
used for filtering, images are firstly divided into sub images
of less than or equal to 5 x 5, which are then filtered several
times. Table VI summarizes T, depending on kernel sizes in
case of VGA images. In order to satisfy Eq. (11), Tegen = 218
can be selected as the maximum value of T¢gep.

Fig. 11 (a) shows the stochastic Gabor coefficient generator.
The coefficient generator is designed in bipolar stochastic
computation based on Eq. (8) with y = 1. The desired w is
controlled by A. The stochastic sin function, Ssin, is designed
using five Stanh functions corresponding to Fig. 5 as shown
in Fig. 11 (b). When the summation is realized using the

64 parallel 2D Gabor
filtering block

Input
\ 8 -l Stochastic convolution -~
v B Stochastic convolution ..
5
. - 200 ° 8
Line [ ° BN
$-- D i T >
buffer | § : Stochastic convolution
e Output
A
N sel i
S2..p| Selector |4

Coefficient generator
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Stochastic
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Stochastic multiplier

sign_in0 ....p
sign_in1 ;D’

Sign calculator
(b)

Fig. 10. Overall structure: (a) 64 parallel stochastic configurable 2D Gabor
filter and (b) stochastic multiplication in signed unipolar coding.
TABLE VII

NORMALIZED PARAMETERS OF DVFS AND DVFLS
IN STOCHASTIC COMPUTATION

Normal | DVFS DVFLS
Voltage 1 o o
Frequency 1 K K
Nto 1 1 P
Dynamic power 1 5%k 5’k
Throughput 1 K K/p
Dynamic energy 1 52 5%p
Accuracy — — depends on p

mulltiplexor (scaled adder), the outtput is scaled down by 5.
However, at a specific x, one of five Stanh is active while the
other four Stanh functions generate a fixed value of +1 or —1.
It means that the other four Stanh determines the sign of the
output of Ssin. Therefore, the summation in Eq. (5) can be
simply designed using the XOR gate in this case, removing
the scaling factor of 1/5 in the output. Note that the summation
is realized by an XOR gate when L%J is odd and is realized
by an XNOR gate when L%J is even (See details in [27]).
In this work, the simplified summation is used. In addition,
Scos is designed as well as Ssin.

C. Dynamic Voltage-Frequency-Length Scaling (DVFLS)

Dynamic voltage frequency scaling (DVES) is often used to
reduce the power dissipation depending on situations. In this
chip, dynamic voltage-frequency-length scaling (DVFLS) for
stochastic computation is proposed to control the lengths of
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the stochastic bit streams in addition to the supply voltage and
the clock frequency. DVFLS can provide more flexible perfor-
mance (e.g. high throughput and/or low energy) depending on
situations.

Table VII summarizes the differences between DVFS and
DVFLS. In both techniques, the normalized supply voltage
can be reduced to 6 (0 < 6 < 1) and the normalized clock
frequency can be reduced to xk (0 < x < 1). In DVFS,
the dynamic power can be reduced to 0>« while the throughput
can be also lower to k. In contrast, in DVFLS, the length of
the stochastic bit stream, Ng,, is controlled by p (p > 0),
providing the flexible performance required in situation. When
p is equal to x, the throughput is maintained as the normal
case while the dynamic power is reduced to 6°x with a little
computation accuracy loss. Higher computation accuracy than
the normal case is realized when p is larger than 1. In addition,
when p is less than x, higher throughput is also realized. The
DVFLS technique is applied to the stochastic configurable
2D Gabor filter, which can be fit in different performance
demands.

V. EVALUATION

A. Measurement Results With DVFLS

Fig. 12 (a) shows the photomicrograph of the pro-
posed stochastic Gabor filter chip using TSMC 65 nm
CMOS technology. The supply voltage is 1.0 V and the area is
1.79 mm x 1.79 mm including I/Os. The proposed circuit is
designed using Verilog HDL and the test chip is realized using
Synopsys Design Compiler and Cadence SoC Encounter.
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2
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Fig. 12. Fabricated chip using TSMC 65 nm CMOS technology:
(a) photomicrograph of the stochastic Gabor filter circuit, (b) system overview
of the test environment, and (c) test environment with FPGA.

Xilinx FMC-
XM105 card

Fig. 12 (b) shows the system overview of the test envi-
ronment. Nz, the clock frequency, and the supply voltage
of the chip are controlled for DVFLS. Fig. 12 (c) shows
the test environment with Keysight N6705B that controls the
supply voltage. Ny, the clock frequency and /0 signals are
controlled by the FPGA. Images are captured by a camera and
the input pixels in grayscale are transferred to the chip through
the FPGA (Digilent Genesys 2). The output pixels of the test
chip are sent back to the FPGA and are displayed with VGA.

Fig. 13 shows measured power dissipations of the test chip
at 50 MP(pixel)/s with DVFLS. The normal case is that the
clock frequency is 200 MHz and Ny, is 256. Using DVFLS,
Nsio with both the supply voltage and the clock frequency
can be reduced to lower the power dissipations. In case of
Ngo = 128, the supply voltage is lower to the minimum
voltage of 0.7 with a clock frequency of 100 MHz. In the
same way, the supply voltage is lower to the minimum voltage
of 0.55 with a clock frequency of 50 MHz. Compared with
the normal case, the power dissipation is reduced by 70.0%
and 88.6% in case of Ny, of 128 and 64, respectively, while
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Fig. 13. Measured power dissipations at 50 MP(pixel)/s with DVFLS.

TABLE VIII
MEASUREMENT RESULTS WITH DVFS AND DVFLS.

Normal | DVFS DVFLS
Case 1 Case 2 | Case 3
Supply voltage [V] 1 0.55 0.7 0.55 1.0
Frequency [MHz] 200 50 100 50 200
Nsto 256 256 128 64 64
Throughput [MP/s] 50 12.5 50 50 200
Total power [mW] 102 11.7 30.9 11.7 102
Static power [mW] 13.1 5.6 6.8 5.6 13.1
Energy [1J/P] 2.05 0.515 0.433 0.129 0.510
Average error [%] — — 0.195 0.391 0.391
TABLE IX

THROUGHPUT VS. KERNEL SI1ZE IN CASE 3

Kemel size || 5%5 | 7x7 | 1ixil | 16x16 | 51x51
Throughput [MP/s] || 200 | 100 | 40 | 182 | 101

maintaining the same throughput of 50 MP/s with a little
accuracy loss.

Table VIII summarizes the measured performance with
DVES and DVFLS. There are five cases: normal, DVFS and
three DVFLS. In the DVFS case, the clock frequency is
50 MHz and Ng, is 64 with the supply voltage of 0.55 V.
Using the conventional DVFS technique, the power dissipation
is significantly reduced in comparison with the normal case
while the throughput is 4 x lower.

In DVFLS, there are three cases depending on different
supply voltages, clock frequencies and Ng,. The proposed
DVEFLS technique in case 1 provides a 78.8% energy reduc-
tion and the same throughput as the normal case with a
0.195% accuracy loss on average. In case 2, the smaller
energy dissipation is achieved with a 0.391% accuracy loss
on average. In addition, in case 3, 4 x higher throughput than
the normal case is obtained while maintaining the same power
dissipation with a 0.391% accuracy loss on average. Using
DVFLS, the throughput, energy, and accuracy are dynamically
controlled depending on demands.

The throughput also depends on the kernel size as summa-
rized in Table IX.

B. Comparisons With Related Works

Table X shows performance comparisons with related
works. It is hard to compare the performance directly because
they are designed with different functionalities and config-
urations. The memory-based methods [6], [11] use fixed

c2

S2

C1

Fig. 14. HMAX model for image classifications. The first layer, S1, is 2D
Gabor filtering.

coefficients with fixed kernel sizes, lacking the flexibility.
In the conventional configurable Gabor filter [7], CORDIC
is exploited to dynamically generate the coefficients related
to sinusoidal function for flexible Gabor filtering. However,
other coefficients are stored in memory, losing the power-
gating capability. In contrast, the proposed circuits achieve a
higher throughput/area and a more flexible filtering than the
conventional configurable Gabor filter with the power-gating
capability, leading to zero standby power.

C. Application to HMAX-Model Based Image Classifications

The stochastic Gabor filter is applied to HMAX-model
based image recognitions [26] in order to evaluate the clas-
sification accuracy and the power dissipation. Fig. 14 shows
a block diagram of HMAX model, consisting of four layers:
S1, C1, S2, and C2. The first layer, S1, is 2D Gabor filtering
to extract features of images, such as lines and edges. C1 and
C2 are max-pooling layers for the extracted features. In S2,
the extracted features are compared with features previously
trained in order to find the nearest features.

The kernel sizes of S1 are from 7 x 7 to 39 x 39 with
four angles of 0°, 45°, 90°, and 135°. In this paper, there
are two scenarios of image recognitions tested: car and face.
In the training phase, 50 car (face) images and 50 natural
images are trained in floating point. In the classification phase,
50 car (face) images and 50 natural images are used to classify
if they are car (face) or others in floating point or stochasitc
computation.

Table XI shows the classification accuracy in the HMAX
application between the proposed stochastic method and the
floating point. In the proposed method, the first layer, SI,
performs in the chip to obtain extracted features of images in
cases 1 and 2. In addition, the MATLAB code of [26] is mod-
ified in order to remove the S1 function. Then, the extracted
features are used as the inputs of the modified MATLAB
code to calculate the classification accuracy. As a result,
the classification accuracies in normal case are the same as the
floating-point results. In case 1, the classification accuracies
are slightly dropped in comparison with the floating-point
results because of smaller Ny;, than that of the normal case.

Fig. 15 shows the average power dissipations of the sto-
chastic Gabor-filter chip in case of S1 of HMAX model with
DVFLS and power gating (PG). In this scenario, the ratio of
active mode to the total operation time is defined. When the
ratio is 50%, power gating can be applied at the idle time of



452 IEEE JOURNAL ON EMERGING AND SELECTED TOPICS IN CIRCUITS AND SYSTEMS, VOL. 8, NO. 3, SEPTEMBER 2018
TABLE X
COMPARISONS WITH RELATED WORKS
I (1] [ 6] [ 7] [ This work
Computation Analog/Digital Digital Digital Stochastic
Technology 0.35 pm CMOS (FPGA: Altera Stratix IV 230)) 0.13 pm CMOS 65 nm CMOS
Kernel size (Only nearest neighbor) 3x3 3x3, 5x5, 7x7, 9x9, 11x11 NxN (flexible)
Kernel parameter Fixed Fixed Flexible Flexible
Power-gating capability No No No Yes
# of processing elements 61x72 1 1 64
Throughput (MP/s) - 124.4 (3x3) 10 (5x5) 200 (5x5)
2.1 (11x11) 40 (11x11)
Frequency [MHz] 1 148.5 250 200
Power dissipation [mW] 800 - - 102.3
Area (equivalent gate count) - - 63.8k 644k
120 T T T T T T Gabor filter based on binary computation. In the application
=100 } Ratio of active mode ] of the HM'AX—.model 'based image classifications, the average
= =100% power dissipations with DVFLS are reduced by 84.9% and
é 80 50% w/o PG 97.0% at the activation ratio of 50% and 10%, respectively,
T while achieving the similar classification accuracy without
0
% 60 50% w/ PG DVEFLS. In the future prospect, the proposed DVFLS tech-
S 10% w/o PG nique can be used for different stochastic circuits, such as
% 40 X10% w/ PG deep neural networks and image processing.
©
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