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Abstract

■ Endogenous attention modulates the amplitude and phase
coherence of steady-state visual-evoked potentials (SSVEPs). In
efforts to decipher the neural mechanisms of attentional modu-
lation, we compared the time course of attentional modulation
of SSVEP amplitude (thought to reflect the magnitude of neural
population activity) and phase coherence (thought to reflect
neural response synchronization). We presented two stimuli
flickering at different frequencies in the left and right visual
hemifields and asked observers to shift their attention to either

stimulus. Our results demonstrated that attention increased
SSVEP phase coherence earlier than it increased SSVEP ampli-
tude, with a positive correlation between the attentional modu-
lations of SSVEP phase coherence and amplitude. Furthermore,
the behavioral dynamics of attention shifts were more closely
associated with changes in phase coherence than with changes
in amplitude. These results are consistent with the possibility
that attention increases neural response synchronization, which
in turn leads to increased neural population activity. ■

INTRODUCTION

Visual attention is the function to select potentially im-
portant information from the vast amount of visual input
in everyday life. Attention can be oriented to a region in
space (Posner & Petersen, 1990; Posner, 1980; Posner,
Snyder, & Davidson, 1980); to a visual feature such as
color, orientation, and motion direction (Maunsell &
Treue, 2006); or to a perceptual object (Moore, Yantis, &
Vaughan, 1998; Egly, Driver, & Rafal, 1994; Duncan, 1984).
In this study, we focus on visual spatial attention. Atten-
tional selection in space is often analogized to a “zoom
lens” or to a “spotlight” that lights up a part of our visual
scene and facilitates information processing within the
beam, although attention can be oriented to separate re-
gions simultaneously ( Jans, Peters, & De Weerd, 2010;
Malinowski, Fuchs, & Müller, 2007; McMains & Somers,
2004, 2005; Gobell, Tseng, & Sperling, 2004; Müller,
Malinowski, Gruber, & Hillyard, 2003). Many psychophys-
ical studies have shown that spatially focused attention
accelerates visual processing (Carrasco & McElree, 2001;
Egeth & Yantis, 1997; Egly et al., 1994; Hikosaka, Miyauchi,
& Shimojo, 1993a, 1993b; Eriksen & St James, 1986; Yantis
& Jonides, 1984; LaBerge, 1983; Posner, 1980; Posner et al.,
1980; Eriksen & Eriksen, 1974), increases sensitivity to the
stimulus (Shioiri, Yamamoto, Oshida, Matsubara, & Yaguchi,
2010; Matsubara, Shioiri, & Yaguchi, 2007; Pestilli & Carrasco,

2005; Shioiri, Yamamoto, Kageyama, & Yaguchi, 2002;
Carrasco, Penpeci-Talgar, & Eckstein, 2000; Lee, Itti, Koch,
& Braun, 1999; Yeshurun & Carrasco, 1998, 1999; Luck
et al., 1994; Hawkins et al., 1990), excludes external noise
superimposed on the signal (Lu, Lesmes, & Dosher, 2002;
Dosher & Lu, 2000), or integrates visual features into a per-
ceptual object (Treisman & Schmidt, 1982; Treisman &
Gelade, 1980). Visual spatial attention can be separated
into two distinct modes: endogenous and exogenous
(Chakravarthi & VanRullen, 2011; Carlson, Hogendoorn,
& Verstraten, 2006; Ling & Carrasco, 2006; Corbetta &
Shulman, 2002; Egeth & Yantis, 1997; Hikosaka et al.,
1993b; Cheal & Lyon, 1991; Yantis & Jonides, 1990;
Müller & Rabbitt, 1989; Nakayama & Mackeben, 1989;
Weichselgartner & Sperling, 1987). Endogenous orient-
ing of attention refers to the case where the observer
voluntarily allocates attention, whereas exogenous orient-
ing of attention refers to the case where attention is auto-
matically captured by a salient stimulus such as a transient
onset cue. In this study, we focus on the former, endoge-
nous attention.

As the size of the attentional spotlight is spatially re-
stricted (Shioiri et al., 2010; Matsubara et al., 2007; Müller,
Bartelt, Donner, Villringer, & Brandt, 2003; Castiello &
Umilta, 1990; Eriksen & St James, 1986), it is often assumed
that the attentional spotlight moves around the visual
space during scene perception. Understanding the neural
mechanisms that control the dynamics of attention shifts is
one of the important issues in the field of attention study.
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However, investigating the dynamic neural processes as-
sociated with attention shifts has proven difficult because
fMRI does not provide sufficient temporal resolution, and
event-related EEG potentials occur primarily at stimulus
onsets and offsets. Steady-state visual-evoked potentials
(SSVEPs) provide a method to continuously track attention
at a high temporal resolution. SSVEPs are oscillatory EEG
potentials that occur in response to flickering visual stimuli.
The magnitude of visual response to a flickered stimulus
can be tracked by extracting the Fourier component cor-
responding to the flicker frequency in the EEG signal
(Vialatte, Maurice, Dauwels, & Cichocki, 2010).

Endogenous attention to a flickering stimulus has been
shown to increase SSVEP amplitude (Müller, Picton, et al.,
1998; Morgan, Hansen, &Hillyard, 1996). Temporal changes
in SSVEP amplitude can thus be used to continuously track
the degree of attention allocated to a flickering stimulus
(Andersen & Müller, 2010; Attar, Andersen, & Müller,
2010; Müller, 2008; Müller, Andersen, & Keil, 2008;
Belmonte, 1998; Müller, Teder-Sälejärvi, & Hillyard,
1998). Attentional modulation of SSVEP amplitude may
reflect a control mechanism for neural response gain that
selectively enhances attended signals in early visual cortical
areas (Müller, Picton, et al., 1998; Müller, Teder-Sälejärvi,
et al., 1998; Hillyard et al., 1997).

Endogenous attention also increases phase coherence
of SSVEPs (Kim, Grabowecky, Paller, Muthu, & Suzuki,
2007; Ding, Sperling, & Srinivasan, 2006). In other words,
SSVEPs are more phase-locked to the luminance modula-
tion of the flickering stimulus when the stimulus is attended
than when it is ignored. This suggests that attention
increases neural response synchronization as well as
response amplitude. Some researchers have suggested
that attentional enhancements of neural responses are
mediated by the attentional boost of neural response syn-
chronization (Kim et al., 2007; Tiesinga, Fellous, Salinas, Jos,
& Sejnowski, 2004; Fries, Reynolds, Rorie, & Desimone,
2001; Steinmetz et al., 2000).

To understand how attention-induced increases in SSVEP
amplitude and phase coherence are related, here we exam-
ine the time course of modulations of SSVEP amplitude
and phase coherence associated with attention shifts. In
particular, if attention directly modulates neural synchroni-
zation, which in turn modulates SSVEP amplitude, we
would expect to see similar temporal dynamics for atten-
tional modulations in phase coherence and in amplitude
with possible earlier changes in phase coherence.

Another important area of interest is whether behav-
ioral effects of attention are more closely associated with
changes in phase coherence or changes in SSVEP ampli-
tude. Although previous studies demonstrated temporal
correlation between attentional modulation of SSVEP am-
plitude and behavioral performance (Andersen & Müller,
2010; Attar et al., 2010; Müller, 2008; Müller et al., 2008;
Müller, Teder-Sälejärvi, et al., 1998), none considered the
time course of attentional modulation of SSVEP phase
coherence. Thus, whether the behavioral effects of atten-

tion are more closely associated with SSVEP amplitude or
phase coherence remains unknown. To answer this ques-
tion, we carefully compared the time courses of SSVEP
phase coherence and amplitude with the time course of
attentional modulation of behavioral performance.

METHODS
Participants

Eight participants (one woman; 22–32 years) with normal
or corrected-to-normal visual acuity gave informed consent
to participate in this experiment. Data from one participant
was excluded because of excessive artifacts in the EOG
data (see Analysis). This study was approved by the ethics
committee of the Tohoku University Research Institute of
Electrical Communication.

Stimuli

Figure 1A shows a schematic view of our stimulus. Two
circular square-wave gratings (5.2° diameter and 1.25 cycles/
deg) were presented, centered at 5.5° eccentricity on the left
and right sides of the central fixation marker. The gratings
were presented against a dark background (<0.1 cd/m2).
The maximum luminance of the rings was 143 cd/m2. To
evoke SSVEPs, the luminance of the rings was modulated
sinusoidally at 21.0 Hz on one side of the stimuli and at
28.0 Hz on the other side. The depth of the luminance
modulation was 100% for both stimuli.
An arrow-shaped stimulus pointing either left or right

was presented as a cue at the center of the display to indi-
cate the circular grating to be attended. To avoid abrupt
onset of an attention cue and maintain the participantʼs
attention on the center of the display until the attention
cue appeared, the cue was embedded in a rapid serial visual
presentation (RSVP) stream. In the RSVP stream, mean-
ingless symbols were presented at a rate of 5 times/sec
(200msec/symbol; Figure 1A). The symbols were composed
of three lines randomly chosen from a set of nine line seg-
ments. All nine line segments were simultaneously shown
at the center of the display, as illustrated in Figure 1A, with
examples of the actual stimuli used shown in the inset. The
color of the RSVP stimuli was dark blue (0.5 cd/m2), and
line lengths were 0.6° for the horizontal and vertical lines
and 0.4° for the oblique lines. The presentation of the at-
tention cue was temporally aligned at 0° in the phase of
the luminance modulation for both flickering gratings.
A randomly chosen ring on each grating changed color

from white to yellow every 143 msec (7 times/sec) with the
constraint that successive color changes never occurred
on the same ring. The participantʼs task was to respond
by pressing an assigned key as quickly as possible when
the outermost ring of the attended grating changed color
(Figure 1B).
Visual stimuli were presented in a dark room on a SONY

GDM-F520 CRT display monitor at a refresh rate of 120 Hz
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using a ViSaGe graphics card (Cambridge Research System,
Cambridge, UK) controlled using MATLAB software (The
Mathworks, Natick, MA). The viewing distance was 50 cm.

Experimental Procedure

Figure 1C shows the sequence of events within a trial.
Each trial started with a key press by the participant. Ini-
tially, a static image of the two circular gratings and the nine

line segments at the center were presented for 500 msec
(pretrial period). Then, the flicker of the gratings and the
RSVP stream started (precue period). Flicker frequencies
were randomly assigned to the left and right gratings
on each trial (21.0 Hz left/28.0 Hz right or 28.0 Hz left/
21.0 Hz right). The duration of the precue period was cho-
sen randomly on each trial and varied between values of
1200, 1400, 1600, 1800, and 2000 msec. At the end of the
precue period, the central shape became an arrow-shaped
cue for 200 msec. The participant was instructed to detect
this arrow cue in the RSVP stream and to shift their atten-
tion toward the grating to which the arrow pointed. The
two gratings remained flickering for 3000 msec after the
cue presentation. During this period, the participant main-
tained attention on the cued grating (postcue period). Ver-
ification of their attention was enforced by a behavioral
task. The participant was instructed to press an assigned
key as soon as possible every time he or she detected a
color change in the outermost ring of the attended grating
(Figure 1B) while ignoring color changes on the other
grating. The target event occurred randomly with the con-
straint that the minimum intertarget interval was 429 msec.
The total number of target events in each time bin was
the same for different conditions (see below) and the total
number in each trial was 4.2 at the attended location on
average. At the end of the trial, the participant reported
the direction of the arrow-shaped cue to confirm that they
had detected the cue.

There were four experimental conditions: two attention
locations (left and right) and two flicker-frequency assign-
ments (21.0 Hz on the left and 28.0 Hz on the right, and
vice versa). Each condition consisted of 100 trials, including
20 repetitions of each precue period (see above). The
experimental session for each participant consisted of
400 trials, which was divided into four blocks of 100 trials.
All conditions, the attention locations, the flicker-frequency
assignments, and the precue periods, were randomly inter-
mixed across trials within each block. Each block lasted
about 20 min.

EEG Recording

We recorded brain electrical activity from 19 scalp electrodes
mounted on an elastic cap connected to an EEG recording
system (Neurofax EEG-9100, Nihon Koden, Tokyo, Japan).
The electrode arrangement was based on the International
10–20 System (Figure 2). Reference electrodes were placed
on both ear lobes (A1, A2). All EEG channels except for the
midline channels (Fz, Cz, Pz) were referenced to the ear
lobe ipsilateral to the hemisphere. The midline channels
(Fz, Cz, Pz) were referenced to A1. EEG signals were re-
corded with a bandpass filter of 0.5–120 Hz and digitized
at 1000 Hz. Recorded data were stored on a hard disk for
off-line analyses. All electrode impedances were confirmed
to be below 5 kΩ before each experimental block.

To avoid EEG artifacts generated by eye movements and
blinks and ensure that any SSVEP modulation observed in

Figure 1. (A) Visual stimulus display used in this experiment. Two
concentric rings presented on the left and right sides of the center of the
display flickered at different temporal frequencies (21.0 and 28.0 Hz).
An RSVP stream including an arrow-shaped cue was presented at the
center of the display. Participants were instructed to detect the cue, which
was presented only once in a trial, and to direct attention to either of
the flickering rings indicated by the cue. (B) Target and distracter patterns
superimposed on the flickering stimulus. Each participant was instructed
to respond to color changes that occurred on the outermost ring of
the attended side (target) by a button press, and not to do so for either
for other color changes (distracters) or all color changes on the ignored
side. Note that the actual color of the target and distracters was yellow.
(C) Timetable of the sequence of one trial.
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the experiment are attributable to covert attention shifts,
participants were asked to fixate on the center of the dis-
play (the RSVP stream) and try not to blink during each trial
(up to 5 sec). Two additional electrodes were placed on
1 cm above and below the outer canthus of the left and
right eyes in reference to the manual of EEG recording sys-
tem. Lateral eye movements were recorded with a bipolar
left-to-right outer canthus montage (horizontal EOG) for
off-line analysis of the artifacts.

Analysis

Data Rejection

Trials were removed from data analyses when partici-
pants reported an incorrect cue direction or failed to de-
tect the cue. We also excluded trials with EOG deflections
of more than ±40 μV from the potential averaged over
all data points through the trial, which was thought to
correspond roughly to a 2.5° eye shift (Luck, 2005). EEG
data captured during trials with target detection errors
were included in the analyses regardless of the number
of errors.

Behavioral Performance

We evaluated the behavioral performance of the target
detection task by means of d 0 as follows. We first com-
puted the normalized histogram of the RT to targets pre-
sented between 1000 and 3000 msec after the cue onset
(Figure 4A). Then, we determined the time window for

the response to be judged as a “hit” by fitting a Gaussian
function to the RT distribution,

gðtÞ ¼ a $ e
−ðt−μÞ2

2σ2 þ b ð1Þ

where a is the amplitude, μ is the mean, σ is the stan-
dard deviation, and b is the baseline. Using the function,
responses in the time window of μ± 3σ from each target
onset were regarded as “hits”1 and the others as “false
alarms (FAs)” (Figure 4A). Assuming that an FA was in-
duced by the distracter that was presented μ msec before,
we calculated the FA rate in each time bin.
The hit (or FA) rate was defined as the ratio of the

number of hits (or FAs) to the number of all targets (or
distracters) presented in each time bin. To evaluate the
attentional modulation of the behavioral performance,
we computed d 0 for each time bin with a conventional
modification to the hit (or FA) rates of 0 and 1 (Macmillan
& Kaplan, 1985).

SSVEP Amplitude and Phase Coherence

Although SSVEP amplitudes were calculated after averaging
EEG data across trials in most previous studies, here we cal-
culated SSVEP amplitudes before averaging EEG data
across trials. This was necessary to dissociate the effect of
attention on SSVEP amplitude from the effect of attention
on SSVEP phase coherence. Even if attention only increased
the phase coherence of SSVEP, the reduced phase variabil-
ity of SSVEP across trials would necessarily increase the
SSVEP amplitude in the averaged EEG waveform. By calcu-
lating the SSVEP amplitude separately on each trial and then
averaging them across trials, we avoided this confound.

Spectrum Analysis

To analyze the frequency characteristics of neural re-
sponse, EEG data between 1000 and 3000 msec after cue
presentation were transformed to the frequency domain by
fast Fourier transform using a 20% tapered cosine window,
which yielded a frequency resolution of 0.5 Hz. This time
interval was chosen to avoid contamination of the visual-
evoked responses from the cue onset. The Fourier com-
ponent F for a temporal frequency f is given by

Fð f Þ ¼ Að f Þeiθð f Þ; ð2Þ

where A and θ are amplitude and phase, respectively. Am-
plitude is computed as the average of the absolute Fourier
coefficients obtained from individual trials,

Að f Þ ¼ 1
K

XK

k¼1

Að f ; kÞ ¼ 1
K

XK

k¼1

jFð f ; kÞj; ð3Þ

where k is the trial number.

Figure 2. Schematic representation of the electrode arrangement in
this experiment. EEG signals were recorded from 19 channels on the
scalp. Two channels on left/right ear lobes (A1, A2) were set as a
reference for each scalp channel.
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As an index of phase coherence, intertrial phase coher-
ence (ITPC) was calculated (Kim et al., 2007; Ding et al.,
2006; Schack & Klimesch, 2002). ITPC represents the de-
gree of phase alignment of each EEG component across
trials, which is given by

ITPCð f Þ ¼ 1
K

XK

k¼1

Fð f ; kÞ
jFð f ; kÞj

!!!!!

!!!!! ¼
1
K

XK

k¼1

eiθð f ;kÞ
!!!!!

!!!!!: ð4Þ

ITPC is a real value between 0 (uniform phase distri-
bution across trials) and 1 (perfect phase synchroniza-
tion across trials). A higher ITPC indicates greater phase
synchronization.

Time Course Analysis

For the time course analysis of SSVEPs, EEG data were ex-
tracted between 1000 msec before and 3000 msec after the
cue presentation. The frequency components correspond-
ing to the flicker frequencies (21.0 and 28.0 Hz) were ana-
lyzed by a complex demodulation procedure (Draganova &
Popivanov, 1999). SSVEP is an EEG component evoked by
a flickering stimulus with the temporal frequency ω. The
time series of the SSVEP component, S(t), is described by

SðtÞ ¼ AðtÞcosfωt þ φðtÞg; ð5Þ

where t is the time and A(t) and φ(t) represent temporal
changes in amplitude and phase, respectively. EEG signals
E(t) can be expressed as a sum of the SSVEP signal S(t)
and noise N(t).

EðtÞ ¼ SðtÞ þ NðtÞ ¼ AðtÞcosfωt þ φðtÞg þ NðtÞ; ð6Þ

where N(t) represents the noise component in all fre-
quencies except for the flicker frequency ω (here, no noise
is assumed in the frequency ω). Using complex exponential
functions, this equation is expressed as

EðtÞ ¼ 1
2
AðtÞ eifωtþφðtÞg þ e−ifωtþφðtÞg

h i
þ NðtÞ: ð7Þ

By multiplying the complex exponential function e−iωt by
the EEG data E(t), the whole frequency spectrum is
shifted by ω, as in equation

~EðtÞ ¼ EðtÞe−iωt ¼ 1
2
AðtÞeiφðtÞ þ 1

2
AðtÞe−if2ωtþφðtÞg

þ NðtÞe−iωt: ð8Þ

This manipulation moves the frequency of interest (ω) to
zero in the spectrum. The noise component N(t) can be
removed by low-pass filtering as follows.

~EfiltðtÞ ¼
1
2
AðtÞeiφðtÞ ð9Þ

The Gaussian low-pass filter had a FWHM of 500 msec
(high frequency cutoff of 2 Hz, 24 dB/octave, zero-phase
shift; Müller, 2008). Note that the time course of atten-
tional modulation is assumed to be much more slowly
varying than the flicker (21.0 and 28.0 Hz). As in Equa-
tions 3 and 4, A(t) and ITPC(t) of the SSVEP signal were
calculated as

AðtÞ ¼ 1
K

XK

k¼1

Aðt; kÞ ¼ 1
K

XK

k¼1

2 ~Efiltðt; kÞ
!! !!; ð10Þ

ITPCðtÞ ¼ 1
K

XK

k¼1

~Efiltðt; kÞ
~Efiltðt; kÞ
!! !!

!!!!!

!!!!! ¼
1
K

XK

k¼1

eiφðt;kÞ
!!!!!

!!!!!; ð11Þ

where ~Efiltðt; kÞ is the demodulated SSVEP signal on a
given trial k.

The baseline of each SSVEP measure was defined as
the mean between 500 and 250 msec before the cue on-
set and was set to zero in the analysis for both amplitude
and ITPC.

Latency Estimation

To estimate the latency of behavioral attention shifts and
attentional modulation of SSVEPs, we approximated the
time course of the attentional modulation using the func-
tion proposed by the previous study (Khayat, Spekreijse,
& Roelfsema, 2006). The function used in the study (see
Figure 3) was a modified version of the cumulative Gauss-
ian function, which mimicked the gradual decrease of the
attentional modulation after reaching a peak shown in the
data. The function is

f ðtÞ ¼ Ad=ðd þ 1Þ $ exp μαþ 0:5σ2α2 − αt
" #

$ G t; μþ σ2α;σ
" #

þ A=ðd þ 1Þ $ Gðt; μ;σÞ; ð12Þ

where t is the time (msec), μ and σ are the mean and
the standard deviation of the Gaussian function, α is the
inverse of the time constant of dissipation, A is the am-
plitude of the function, d is the ratio of the first term to
the second, and G is the cumulative Gaussian function.
In this study, we assumed no inhibitory SSVEP modulation
by endogenous attention (A ≥ 0 and d ≥ 0).

RESULTS
Data Rejection Rate

The results for one participant were excluded from the
analysis because of an excessive number of EOG artifacts
(more than 40% of the trials) and the retroactive report
of the failure of the experimental task. For the remaining
participants, 5.4% of the trials were judged to be contami-
nated by eye movement artifacts on average (range =
1.5–10.8%, SE = 1.2%). The mean cue detection rate
was 90.7% (range = 79.0–97.3%, SE = 2.9%). Total valid
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trials, which include neither artifacts nor misses of the cue,
amounted to 86.5% (range = 74.5–95.8%, SE = 3.0%).

Behavioral Performance

Figure 4A shows an RT distribution and the best-fit Gauss-
ian function. The mean (μ) and the standard deviation (σ)
of the function were estimated as 392.0 and 64.2 msec,
respectively. We determined the responses between
199.5 msec (μ - 3σ) and 584.6 msec (μ + 3σ) after each
target onset as hits, and the other responses (occurring
earlier than 199.5 msec or later than 584.6 msec) as FAs.

The rates of hit and FA were calculated for each time
bin after collapsing the data across the four experimental
conditions (attended frequencies [21.0 and 28.0 Hz] and
attended sides [left and right]). Figure 4B shows the d 0

(top) as well as the hit and FA rates (bottom) as a func-
tion of the target presentation time relative to the onset
of the attention cue. A one-tailed t test revealed that the
d 0 from the third time bin (t = 291.7 msec) up to the end
of the trial was significantly greater than that in the first
time bin (t = 0 msec) [t(6) > 2.00, p < .05 for all]. This
result indicates that attention increased sensitivity to the
target at least up to 2.5 sec, confirming that participants
maintained attention on the cued location. To quantify
the speed of the attention shift, we fitted the modified
cumulative Gaussian function (Equation 12) to the d 0 data
using the value at t = 0 msec as the baseline of the func-
tion. The fitted curve is depicted by the solid line in
Figure 4B. The parameters μ and σ were estimated as
386.3 and 139.3 msec, respectively.

It is worth noting that the behavioral performance grad-
ually declined after the attention shift. This is unusual for
endogenous attention. Several previous studies showed
that the effect is stable even for several seconds after
the attention shift (Herrington & Assad, 2009; Hikosaka
et al., 1993b). The gradual decline might be partly because
of repetitions of target detection. There might be an inhib-

itory influence of responses to the preceding target on the
detection of the following target as in the case of atten-
tional blink (Raymond, Shapiro, & Arnell, 1992).

SSVEPs

Spectrum

Figure 5 (A–D) shows the mean amplitude spectra of
EEG signals from occipital channels (O1/O2) when the
21.0 Hz grating was on the left and the 28.0 Hz grating

Figure 3. Evaluation of the time course of attentional modulation
by curve fitting. A modified cumulative Gaussian function (shown in
Equation 12) was fitted to the actual data. The main parameters
related to the time course was μ (mean of the Gaussian).

Figure 4. Behavioral performance for target detection task. (A) RT
distribution to targets presented between 1000 and 3000 msec. Each
bar represents the relative frequency of responses within 0–640 msec
after the target onset. Error bars show SEM across participants (n = 7).
A solid curve represents the best-fit Gaussian function. Vertical lines
show a range of the RT window based on the fitted Gaussian function.
Responses occurred within this window were judged as hits. (B) Top: A
time course of the d 0 averaged across all participants. Symbols with error
bars plotted in each time bin represent averaged data and standard errors
across participants (n = 7). Solid line shows the function fitted to the
actual data. Vertical dashed lines mark the latency (μ). Bottom: Time
courses of hit and FA rate averaged across all participants. Error bars
denote the standard errors across participants (n = 7). Hit and FA rates
in each time bin correspond to the d 0 above in the same time bin.
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was on the right (A and B), and vice versa (C and D).
SSVEPs to the flickering stimuli (21.0 and 28.0 Hz, indi-
cated by vertical lines) were apparent as the peaks at
21.0 and 28.0 Hz, especially in the channels contralateral
to the stimuli. Furthermore, the SSVEPs were modulated
by attention such that a peak became higher when atten-
tion was directed to the corresponding grating compared
with when attention was directed to the other grating. We
obtained a similar pattern of results for ITPC (Figure 5E–H).
These results suggest that visual spatial attention increased
both SSVEP amplitude and phase coherence.

Topographical Distribution

To evaluate the attentional modulation of SSVEPs statisti-
cally, we extracted EEG components corresponding to the
flicker frequencies (21.0 and 28.0 Hz). Figure 6 (A and B)
shows the topographic distribution of attentional mod-
ulation of SSVEP amplitude (i.e., the attended minus the
ignored condition).
The amplitude data were subjected to a repeated mea-

sures ANOVA with factors of Attentional State (attended
vs. ignored), Stimulus Side (left vs. right), and Channel
(19 sites). Main effects were found for Attentional State
[F(1, 6) = 8.77, p < .05] and Channel [F(18, 108) = 2.86,
p < .05] and interactions between Attentional State ×

Channel [F(18, 108) = 2.75, p < .05], Stimulus Side ×
Channel [F(18, 108) = 6.24, p< .05], and the three factors
[F(18, 108) = 3.29, p< .05]. Analyses of simple main effects
revealed that, for the left stimulus, significant attentional

Figure 5. Frequency spectra of EEG amplitude (A–D) and ITPC (E–H) in the 15–35 Hz band. Left charts (A, B and E, F) show example spectra
in response to the 21.0-Hz stimulus in the left field and the 28.0-Hz stimulus in the right field. Right charts (C, D and G, H) show the spectra for
the opposite case in stimulus frequency. Shaded areas show SEM across participants (n = 7). Vertical lines indicate the flicker frequencies.

Figure 6. Topographical distribution of attentional modulation in
amplitude (A, B) and ITPC (C, D) of SSVEPs to a stimulus presented in
the left visual field (left column) and right visual field (right column).
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modulation of SSVEP amplitude occurred in Fp1, Fp2, P4,
O2, and T6, and for the right stimulus, significant attentional
modulation of SSVEP amplitude occurred in P3, O1, and T5
(all ps < .05; indicated by circles in Figure 6A and B).

We performed the same analyses on ITPC. A three-factor
ANOVA revealed main effects of Attentional State [F(1, 6) =
50.75, p < .05] and Channel [F(18, 108) = 18.54, p < .05],
the interactions between Stimulus Side × Channel [F(18,
108) = 2.24, p < .05], and the three factors [F(18, 108) =
2.33, p < .05]. Analyses of simple main effects revealed
that, for the left stimulus, significant attentional modulation
of ITPC occurred in C4, P4, O1, O2, T4, and T6, and for the
right stimulus, significant attentional modulation of ITPC
occurred in C3, P3, O1, T3, T5, Fz, and Cz (all ps < .05;
indicated by circles in Figure 6C and D).

On the basis of the analyses above, we used the data
from P3, O1, and T5 for the flickering stimulus in the right
visual field and P4, O2, and T6 for the flickering stimulus
in the left visual field in the following analyses because
these channels showed significant SSVEP modulation in
both amplitude and ITPC measures.

SSVEP Signal-to-Noise Ratio

We estimated signal-to-noise ratios (SNRs) of our SSVEP
data by comparing the signal at the flicker frequency and
those at the neighboring frequencies. We picked up the
SSVEP values from three occipital channels (P3/P4, O1/O2,
T5/T6) contralateral to the flickering stimulus in the
attended conditions. The SNR at the temporal frequency
of f was computed as

SNRð f Þ ¼ Fð f Þ
1
2N

P

k¼&1;&2;…;&N

Fð f þ Δf $ kÞ
ð13Þ

where F is the Fourier amplitude or ITPC of the signal,
Δf is the frequency resolution of the data (0.5 Hz, here),
and N is the integer determining the number of neigh-
boring frequencies. Here we set N of four, which corre-
sponded to ±2.0 Hz range from the SSVEP frequencies.

Figure 7 (A and B) shows the SNRs of the SSVEP com-
ponents in amplitude and ITPC, respectively. The SNRs
are clearly larger than one and one-tailed t tests con-
firmed this for the amplitude data [t(6) > 1.96, all ps <
.05] and for the ITPC data [t(6) > 3.17, all ps < .05].

Time Course

Quantification of the time course of SSVEP modulation.
To analyze the time course of attentional modulation of
SSVEP amplitude and ITPC, we averaged the data across
the selected channels (see above). Figure 8 (A and C)
shows the averaged time course of SSVEP amplitude
and ITPC, respectively, for the attended (red solid line)
and ignored (blue dotted line) conditions. A black dotted
line in Figure 8C shows the time course of ITPC related to

the central RSVP stimulus (see below). The time course of
attentional modulation, defined as the difference between
the attended and ignored curves,2 is shown by the black
solid lines in Figure 8B and D, respectively.
Attentional modulation of SSVEPs was sustained and

was higher than the baseline for both measures. To eval-
uate the time course of attentional modulation of SSVEP
amplitude and ITPC quantitatively, we fitted the modified
cumulative Gaussian function to each time course data,
as we did to evaluate the time course of behavioral data.
For SSVEP amplitude, the parameters μ and σ were esti-
mated as 800.8 and 175.1 msec, respectively. For ITPC,
the parameters μ and σ were estimated as 549.3 and
123.5 msec, respectively.

Statistical test for the latency of SSVEP modulation.
The time course analyses indicated that SSVEP latency
differed by about 250 msec between the amplitude and
ITPC. The time courses of attentional modulations of
SSVEP amplitude and ITPC in the attended condition are
directly compared in Figure 9A (replotted from the red
lines in Figure 8A and C). To test whether this latency
difference was statistically significant, we obtained the
SSVEP latency data for each observer. Because the variation
in individual data was too large to estimate the latency
using Equation 12, we used a different definition of the
latency (Busse, Katzner, & Treue, 2008). We calculated

Figure 7. SNR of the SSVEP component. (A) Amplitudes in the flicker
frequency band (21.0 and 28.0 Hz) relative to the surrounding EEG
amplitudes (regarded as corresponding noises). (B) ITPCs in the flicker
frequency band (21.0 and 28.0 Hz) relative to the surrounding EEG
ITPCs. All error bars denote standard errors across participants (n = 7).
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local slopes of the SSVEP function by fitting a linear regres-
sion line to a 301-msec interval between 0 and 1500 msec
after the cue onset with a step size of 1 msec. Latency was
defined as the time point at which the slope reached a
maximum, which roughly corresponds to the parameter μ
of Equation 12.
The average latency of SSVEP amplitude and ITPC is

shown in Figure 9B (bar graphs). For both measures,
the latency was within μ ± σ range obtained from the
fitted function (Equation 12), which indicates the validity
of this analysis (shown as vertical gray lines in Figure 9B).
A two-tailed paired t test revealed that the attentional
modulation latency of ITPC was significantly shorter than
that of SSVEP amplitude [amplitude = 749.7 msec, ITPC =
618.6 msec; t(6) = 3.67, p < .05].

Central-RSVP-related SSVEP. To investigate the effect of
the central cue on the attentional states, we analyzed the
frequency component corresponding to the central RSVP
stimulus (5.0 Hz). As with the other SSVEP data, we aver-
aged the RSVP-related SSVEP across the occipital chan-
nels contralateral to the attended visual field (left: P4,
O2, T6; right: P3, O1, T5).
We also computed the SNR of the SSVEP data using Δf

of 0.5 and N of 3, which corresponded to ±1.5 Hz in
Equation 13. We analyzed only the ITPC data because
one-tailed t tests revealed that the SNR of the ITPC was
significantly higher than 1 [t(6) = 4.28, p < .05], whereas
the SNR of the amplitude was not [t(6) = −4.94, p > .10].
The black dotted line in Figure 8C shows the temporal

changes in the RSVP-related ITPC analyzed using the
same procedure that we used for analyzing SSVEP

Figure 8. Time course of SSVEP amplitude and ITPC averaged across all participants. Each waveform was baseline-corrected based on the mean
values between 500 and 250 msec before the cue onset. Each waveform was obtained from electrodes that showed significant attentional modulation
in both amplitude and ITPC (occipito-temporal electrodes contralateral to the stimulation: P3/P4, T5/T6, O1/O2). (A, C) Time course of SSVEP
measures when the stimulus was attended (red solid line) and when it was ignored (blue dotted line). The black dotted line in C shows the time
course of ITPC in response to the central RSVP stimulus. (B, D) Time course of the attentional modulation. Attentional modulation was defined
as the difference between attended and ignored conditions. Shaded area represents the standard error across participants (n = 7). Vertical dashed
lines mark latency (μ) of the attentional modulation. The gray dotted line in B shows the time course of amplitude modulation derived from the
trial-averaged EEG signal.

Figure 9. Comparison of latency for attentional modulation in the
SSVEP measures. (A) Time course of SSVEP amplitude (black solid line)
and ITPC (gray dotted line) for the attended stimulus averaged across
all participants. The data were replotted from Figure 8A and C. A time
lag in attentional modulation between ITPC and amplitude is clearly
shown. (B) Average latency across participants for SSVEP amplitude
and ITPC. Latency was defined as the time point at which the slope
of the attentional modulation function reached a maximum (see the
text). Latency estimated from averaged data by fitting a function
(Figure 8) is also shown as vertical gray lines connected with diamonds.
The three diamonds represent μ and μ ± σ of the fitted curve for
the single-trial data.
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responses to the gratings. A two-tailed t test revealed that
the ITPC value averaged across 1000–2500 msec after the
cue onset was significantly reduced compared with the
precue baseline [t(6) = -2.71, p < .05]. The latency of
the change was also computed in the same way as for
the SSVEPs to the gratings (Figure 9B), except that the
algorithm determined the time when the regression slope
becamemaximally negative. The latency of the ITPC reduc-
tion was estimated as 527.4 msec (SE = 73.3 msec). It is
about 90 msec faster than that of the peripheral ITPC in-
crease (618.6 msec; see Figure 9B) although the difference
is not statistically significant [t(6) = −1.38, p > .10]. The
difference may be related to the dynamics of disengage-
ment and reengagement of attention. We will discuss
further in Discussion.

DISCUSSION

In this study, the temporal dynamics of attention shift were
measured with both behavioral and SSVEP methods and
attentional modulation was observed in both SSVEP ampli-
tude and ITPC. Several studies have suggested that SSVEPs
are generated by the phase alignment of EEG signals,
rather than by the amplitude modulation of the EEG itself
(Vialatte et al., 2010; Moratti, Clementz, Gao, Ortiz, & Keil,
2007). However, no direct comparison between attentional
modulations in both SSVEP amplitude and phase coher-
ence had been reported. Our analysis showed that both
SSVEP phase and amplitude were modulated by attention
in similar manner. This suggests the human attention sys-
tem utilizes both neural gain control and neural response
synchronization.

Both behavioral and SSVEP measures showed that
endogenous attention rapidly shifted to the location indi-
cated by the central cue and remained focused at that
location for several seconds. The time courses of atten-
tion shifts were similar, but the latencies (parameter μ)
differed for the behavioral and SSVEP measures.

The latency of behavioral performance (d 0) was about
390 msec after the cue onset (μ), and the time required to
shift attention fully to the stimulus was estimated to be
about 520 msec (μ + σ). To be more precise, each time
bin includes the duration for the target presentation (about
140 msec); thus, the time range for the latency of maxi-
mum attentional modulation was considered to be be-
tween 520 msec (μ + σ) and 660 msec (μ + σ + 140).
This duration is longer than the latency reported in pre-
vious studies (about 300–400 msec; for reviews, see Wright
& Ward, 2008; Egeth & Yantis, 1997). This discrepancy is
perhaps due to some difference in cueing stimulus. The
participants in this study had to detect an arrow-shaped
cue embedded in the RSVP stream. This could cause a
longer latency for detection and processing of the cue com-
pared with a conventional arrow cue presented alone with
a sudden onset. To estimate the time required for the cue
processing, we averaged the raw EEG data time-locked to
the cue onset and digitally filtered the averaged data be-

tween 0 and 15 Hz bands. Figure 10 shows the averaged
EEG waveform from the same channels and conditions
used in the SSVEP analysis. A negative deflection was first
observed at around 310 msec after the cue onset, followed
by a positive deflection at around 480 msec. Assuming the
latency of the first deflection (about 310 msec) accurately
reflects the time required for cue detection, the attention
shifts could have been delayed by at least 310 msec after
the presentation of the cue. Therefore, the net duration
of time to shift attention could be 210–350 msec, which
is consistent with the previous estimates (Wright & Ward,
2008; Egeth & Yantis, 1997).
The latency of attentional modulation of SSVEPs was

around 800 msec in amplitude and 550 msec in ITPC and
that for the behavioral data was around 390 msec. To com-
pare the physiological results with the behavioral ones, we
must take into account the time delay between physical
stimulus input and the response onset in the brain (Müller,
Teder-Sälejärvi, et al., 1998). That is, attentional modula-
tion at a time (T0) in the SSVEP measures should reflect
the brainʼs attentional state at the same moment. The tem-
poral axis of the behavioral performance, on the other
hand, is determined by the timings of target presentation.
In other words, the behavioral performance at time T0 does
not reflect the attentional state at T0 in the brain, unlike the
SSVEPmeasures. To directly compare the time courses, we
must align the temporal axis of the different measures to
the visual stimulus onset. Assuming that ΔT represents
the time required to convey the flicker signal to the brain
area with attentional modulation, the SSVEP at T0 should
reflect the neural activity to the flickered stimulus presented
ΔT earlier (T0− ΔT). The neural generators of SSVEPs have
been reported in early visual areas including V1, V2, and V3

Figure 10. Grand-averaged EEGwaveform time-locked to the cue onset.
The waveform was baseline-corrected with the mean values between
1000 and 1 msec before the cue onset and was digitally filtered with
a band-pass of 0–15 Hz. Data were obtained from the same electrodes
as in the SSVEP analysis (occipito-temporal electrodes contralateral to
the attended side: P3/P4, T5/T6, O1/O2). Shaded area represents the
standard error across participants (n = 7). Two arrows indicate peak
latency for the cue-related EEG deflections: first negativity at 308 msec
and second positivity at 483 msec.
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(Andersen & Müller, 2010; Andersen, Hillyard, & Müller,
2008; Di Russo et al., 2007; Müller et al., 2006; Müller,
Picton, et al., 1998; Hillyard et al., 1997), and the latency
for the response facilitation is estimated to be delayed
by 100–150 msec after the stimulus input (Hillyard &
Anllo-Vento, 1998; Müller, Teder-Sälejärvi, et al., 1998).
Here, we defined the delay (ΔT ) as 150 msec based on
the previous study (Müller, Teder-Sälejärvi, et al., 1998)
and corrected the SSVEP latencies by subtracting ΔT
(150 msec) from the latencies. Consequently, the latency
of the amplitude modulation would be estimated to be
650 msec, whereas that of the ITPC modulation would be
around 400 msec. The latency of the behavioral perfor-
mance of 390–530 msec (considering the duration of a
target presentation: 140 msec) became consistent with that
of ITPC. Our results, therefore, show that the time course of
behavioral performance more closely follows that of neural
response synchronization than that of neural gain increase.
The time course of the RSVP-related ITPC shows two

interesting aspects of the attention shifts (Figure 8C). First,
the ITPC to the central RSVP stimulus was decreased
approximately 530 msec after the cue onset, which can
be attributed to the time of the attentional disengagement
from the central fixation. One could estimate the time for
switching attention from the center to peripheral as 90msec,
considering the latency of ITPC enhancement to the pe-
ripheral flickering stimuli (about 620 msec estimated by
the local maximum slope method, which is different from
550 msec estimated by the curve-fitting method). These re-
sults are consistent with a serial execution model of dis-
engagement, movement, and reengagement for shifting
attention (Posner & Raichle, 1994). Second, we found
a transient increase in the ITPC of the RSVP at around
300 msec (maximum ITPC at 288 msec). This transient
increase appears to mirror the transient decrease in the
SSVEPs to the peripheral flickering stimuli (Figure 8A and
C). Attention may be captured transiently to the central
RSVP when the cue is detected. This could enhance neural
responses to the central RSVP stimulus while inhibiting
responses to the peripheral flickering stimulus.
The estimated latency was faster in ITPC than in ampli-

tude despite the fact that these twomeasures were derived
from identical EEG signals (Figures 8 and 9). This result can
be interpreted in two ways. One interpretation is that,
although they have a common mechanism in the attention
system, some time must elapse before neural synchroniza-
tion leads to an enhanced neural response amplitude.
Another interpretation is that they reflect different neural
mechanisms. To investigate these possibilities, we analyzed
the correlations between SSVEP amplitude and ITPC.
Figure 11A shows a scatterplot of SSVEP amplitude as a
function of ITPC for the 21.0 Hz stimulus (dark gray dots)
and the 28.0 Hz stimulus (light gray dots). Pearsonʼs corre-
lation analyses revealed clear positive correlations between
the two measures for 21.0 Hz SSVEPs (r = 0.57, p < .05)
and for 28.0 Hz SSVEPs (r = 0.65, p < .05). We also exam-
ined the relationship between attentional modulations of

ITPC and amplitude (each defined as the attended minus
the ignored condition). Figure 11B shows a scatterplot of
the amplitude modulation as a function of the ITPC mod-
ulation. The result also showed a significant positive corre-
lation between the two measures (r = 0.43, p < .05).

Although the correlation analyses above may suggest
common neural substrates for the enhancement of SSVEP
amplitude and ITPC, the causal relationship between the
two measures remains unclear. Although this is consistent
with the suggestion that neural synchronization increases
neural response amplitude (Kim et al., 2007), the SSVEP
amplitude could also influence the ITPC. For example,
when internal/external noise (e.g., spontaneous activity)
is superimposed on the SSVEP signals, the noise will pro-
duce greater intertrial variability in the SSVEP phase (i.e.,
smaller ITPC) when the SSVEP amplitude is smaller. There-
fore, an increase in the ITPC could be explained by an in-
crease in the SSVEP amplitude. However, our time course
analysis revealed that the ITPC modulation precedes the am-
plitudemodulation. This rules out the possible interpretation
that attention directly increases SSVEP amplitude with
the increased amplitude necessarily elevating the ITPC

Figure 11. Correlations between ITPC and amplitude in SSVEPs.
Each dot shows the SSVEP data for three occipital channels on the
contralateral side to the stimulus (P3/P4, O1/O2, T5/T6), all stimulus
and attentional conditions, and all participants. Fitted regression lines
are also shown. (A) Scatterplot showing the relationship between ITPC
and amplitude for the 21.0-Hz stimulus (dark gray dots) and for the
28.0-Hz stimulus (light gray dots). (B) Scatterplot for the relationship
between attentional modulations in ITPC and amplitude.
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measure and supports the notion that attention increases
neural response synchronization that mediates attentional
gain in SSVEP amplitudes (Kim et al., 2007).

The correlation analyses above may have oversimplified
the relationship between ITPC and amplitude. There are at
least two important differences between attentional modu-
lations of SSVEP amplitude and ITPC. First, the latency of
attentional modulation is clearly different between ampli-
tude and ITPC (Figures 8 and 9). Second, whereas the scalp
region of attentional modulation was narrowly focused on
the occipital channels contralateral to the visual stimulation
for SSVEP amplitude, the region of modulation was broader
for ITPC (Figure 6). If the response synchronization directly
induced the amplitude modulation, the latency and the
topography should be similar in the two measures.

A question is whether there is an amplitude modulation
mechanism that is independent of neural synchronization.
To answer this question, we examined whether the ampli-
tude modulation is solely caused by the ITPC modulation.
We addressed this question with two approaches. First, we
analyzed the data assuming a linear correlation between
ITPC and amplitude (see Figure 11). If the amplitude mod-
ulation is completely predicted by ITPC, the slope of the
regression line of the attended condition should be the
same as that of the ignored condition (Figure 12A). On
the other hand, if there is an additional attentional modula-
tion of amplitude that is independent of an attentional
modulation of ITPC, the amplitude data should be larger
than that predicted from the regression line for the ignored
condition (Figure 12B). Figure 12C shows the regression

Figure 12. (A, B) An analytical
principle for testing amplitude
modulation independent
of ITPC modulation. (A)
If amplitude modulation is
completely explained by ITPC
modulation, there would be
no difference between the
slopes of the regression lines
in the attended and ignored
conditions. (B) Otherwise, a
steeper slope in the regression
line would be expected in
the attended condition than
in the ignored condition.
(C) Scatterplots showing the
relationship between ITPC and
amplitude for attended (black)
and ignored (gray) conditions
in each participant. (D) Mean
regression slopes for the
attended (black bar) and the
ignored (gray bar) conditions.
Error bars represent standard
errors across participants
(n = 7).
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lines in the attended (black) and ignored (gray) conditions
for each participant. A paired t test showed that the regres-
sion slope was marginally steeper in the attended condi-
tion than in the ignored condition (Figure 12D) [t(6) = 1.93,
p = .051; one-tailed].
Second, we computed the latency of the SSVEP amplitude

from averaged (not single-trial) EEG data (gray dotted line in
Figure 8B) and compared it with the ITPC latency. Because
the trial-averaged SSVEP amplitude is influenced by ITPC, it
should be more similar to the ITPC than the single-trial one.
However, the difference between the two measures should
not disappear if there is an amplitude modulation mecha-
nism that is independent of neural synchronization. We
evaluated the latency of the trial-averaged SSVEP amplitude
by both the curve fitting (Equation 12) and the local maxi-
mum slope. The results showed that, in both cases, the la-
tencies of the amplitude were still longer than those of the
ITPC (curve fitting [parameter μ]: amplitude = 633.7 msec,
ITPC = 549.3 msec; local maximum slope: amplitude =
687.3 msec, ITPC = 618.6 msec) although the difference
is smaller than the original comparison and is not statisti-
cally significant [t(6) = 0.73, p> .10; two-tailed t test]. The
fact that latencies between the two measures become simi-
lar but does not disappear is exactly what we predict.
These results from the two additional analyses support

the assumption that there are both synchronization-
dependent and -independent neural amplification mech-
anisms. Future research should investigate the relationship
between the amplitude and the ITPC in further detail.
In summary, our results showed that endogenous atten-

tion modulates both the amplitude and phase coherence
of SSVEPs. Time course analyses revealed that the atten-
tional modulation of ITPC occurred earlier than the atten-
tional modulation of SSVEP amplitude and was more
closely associated with the dynamics of behavioral perfor-
mance. Taken together with the relatively strong correla-
tion between ITPC and amplitude, our results support the
notion that attention increases neural response synchroni-
zation, which in turn boosts neural response strength at
the population level (Kim et al., 2007).

APPENDIX

Estimated parameters of the time course of attention
shift are summarized in Table A1. Refer to the section
“Analysis” for the meaning of each parameter.
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Notes

1. Because of the limited temporal precision of the stimulus
presentation system, there could be some time lags up to 7 msec
(5.2 msec on average) between the configured and actual
stimulus presentation times. Note, however, that these lags are
small compared with the time window for detecting a hit (about
385 msec).
2. Although the analysis can be performed using the data from
only the attended condition, we analyzed the difference between
the attended and ignored conditions to isolate the effect of
endogenous attention on the time course of SSVEP amplitude
and phase coherence. We confirmed that the results are similar
even if we analyzed only the attended condition.
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